Stat 88: Prob. & Mathematical Statistics in Data Science

T CAN'T REUEVE SCHOOLS
ARE STiLL TEACHING KIDS
ABOUT THE NULL HYROTHESIS.

)
I REMEMRER READING A BIG
STUDY THAT CONCLVSVELY
DISPROVED IT JEARS AGO.
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Lecture 32 : 4/12/2024
Section 9.3, 9.4

A/B testing & confidence intervals
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Hypotheses tests: Review of steps E?‘Wg@& @ o coum %iQ

1. State the null hypothesis (Hy) - that is, what is the assumption we are going
to make. This will determine how we compute probabilities H{,: coun .'s(gew-Cf(H);_[)
rY,
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2. State an alternative hypothesis (H;) Note that this should not overlap with [
the null hypothesis, and it may or may not define probabilities (example:

there was gender bias etc)

3. Decide on a test statistic to use that will help you decide which of the two
hypotheses is supported by the evidence (data). Usually there is a natural
choice. Use the null hypothesis to specify probabilities for the test statistic.
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4. Find the observed value of the test statistic, and see if it is consistent with
the null hypothesis. That is, compute the chance that we would see such an

observed value, or more extreme values of the statistic (p-value).
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5. State your conclusion: whether you reject the null hypothesis or not. This is
based on your chosen cutoff (“level of the test”). Reject if the p-value is less

than the cutoff. J/ Null dsn 01? e test S’\?\h‘sh‘g
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Example: Woburn

In the early 1990s, a leukemia cluster was identified in the Massachusetts town of
Woburn. Many more cases of leukemia, a malignant cancer that originates in a
bone marrow cell, appeared in this small town than would be predicted. Was this

evidence of a problem in the town or just chance? | ~ 20800
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Observed significance levels (a.k.a p-values)

« The p-value decides if observed values are consistent with the null
hypothesis. It is a tail probability (also called observed significance level),
and is the chance, assuming that the null hypothesis is true, of getting a
test statistic equal to the one that was observed or even more in the

direction of the alternative.

* If this probability is too small, then something is wrong, perhaps with your
assumption (null hypothesis). That is, the data are unlikely if the null is true

and therefore, your data are inconsistent with the null hypothesis.
 p-value is not the chance of null being true. The null is either true or not.

* The p-value is a conditional probability since it is computed assuming
that the null hypothesis is true.

* The smaller the p-value, the stronger the evidence against the null and
towards the alternative (in the direction of the alternative).

 Traditionally, below 5% (“result is statistically significant”) and 1% (“result
is highly significant”) are what have been used. Significant means the p-
value is small, not that the result is important.
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Ex. 9.5.1

 All the patients at a doctor's office come in annually for a check-up
when they are notill. The temperatures of the patlents at these check-
ups are independent and identically distributed with unknown mean u

sbs
* The temperatures recorded in 100 check-ups have an average of 98. 2/\/0"(/\"@’
degrees and an SD of 1.5 degrees. Do these data support the < \
h potheS|s that the unknown mean p is 98.6 degrees, commonly known 6

as "normal" body temperature? Or do they mdlcate that u is less than
98.6 degrees? c
/
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